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INTRODUCTION

In this report, we compare Canada’s pro-
posed Consumer Privacy Protection Act 
(CPPA) with the current privacy law, Can-
ada’s “Personal Information Protection and 
Electronic Documents Act” (PIPEDA). We 
focus on consent and the legitimate interest 
exception, anonymization and de-identifica-
tion, protection of minors, the right to have 
one’s data deleted, data portability, and new 
enforcement mechanisms.

PIPEDA came into force on January 1, 2001 
as a response to rising concerns around pri-
vacy in light of the increasing capabilities of 
and use cases for information technologies. 
Domestic as well as international develop-
ments demanded legislative action to ad-
dress and balance the often competing inter-
ests of businesses requiring access to data to 
drive innovation and individuals being con-
cerned about losing control of their personal 
information.

To single out just one of many consider-
ations, the EU’s requirement of “adequate” 
privacy protection was introduced as a pre-
requisite for unfettered cross-border data 
flow. On December 20, 2001, the European 
Commission rendered its adequacy decision, 
permitting personal data to flow from the EU 
to Canada without any further safeguards, 
provided that the data recipients are subject 
to PIPEDA. This excludes recipients in Qué-
bec, for example, because the province had 
privacy legislation in place (Act Respecting 
the Protection of Personal Information in the 
Private Sector) that the EU did not recognize 
as adequate. This led to Quebec’s recent en-
actment of Bill 64, now referred to as Law 
25. However, even data recipients falling un-
der PIPEDA can’t simply rely on their current  

 
 
 
status to guarantee future access to European  
data. Because technological developments 
are ever evolving, and are potentially causing 
new threats to privacy, the European Com-
mission revisits its adequacy decision every 
four years.

With the GDPR coming into force in 2018, 
the adequacy hurdle has been raised sub-
stantially in an effort to respond to the rap-
id developments in technology since the 
GDPR’s predecessor was introduced in 1995 
(Directive 95/46/EC). After all, two decades 
ago, the most sophisticated mobile app 
was Snake. Today, we are all obsessed with 
ChatGPT. It truly is a different world, and that 
world requires different data protection laws.

The Canadian federal government is at-
tuned to the need to adequately protect the 
data privacy interests of Canadians and the 
business interests of Canadian organizations. 
In particular the latter would be jeopardized 
if Canada lost its adequacy status because 
it does not live up to the new EU legislation. 
Hence, Canada is currently making its second 
attempt to overhaul its private sector privacy 
law in the form of Bill C-27, the Digital Char-
ter Implementation Act. Included as one of its 
three elements is the Consumer Privacy Pro-
tection Act (CPPA), which will replace part 1 
of PIPEDA. The first attempt, Bill C-11, died on 
the order paper as the result of the federal 
election in 2021. 

Let’s dive in and look at some examples of 
how the CPPA strengthens privacy interests 
while still balancing the interests of business-
es that want to use personal information to 
provide their services to Canadians.

https://www.parl.ca/DocumentViewer/en/44-1/bill/C-27/first-reading
https://laws-lois.justice.gc.ca/ENG/ACTS/P-8.6/page-1.html
https://eur-lex.europa.eu/legal-content/en/TXT/?uri=CELEX%3A32002D0002
https://www.parl.ca/DocumentViewer/en/44-1/bill/C-27/first-reading
https://www.private-ai.com/2021/09/06/talking-with-dr-ann-cavoukian-privacy-by-design-inventor/
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CONSENT AND EXCEPTIONS

The general structure of the CPPA is in an 
important respect similar to PIPEDA; name-
ly, insofar as consent is the default require-
ment for the collection, use, and disclosure 
of personal information. Consent is only 
optional under exceptional circumstances 
(s.15(1) CPPA). It was to be expected that 
this structure would persist, given that the 
CPPA plays an integral part in making good 
on the promises of Canada’s Digital Char-
ter, which, in turn, places significant em-
phasis on consent. The Digital Charter is a 
non-binding document by means of which 
the government signaled the future of its 
policies in the digital economy and data pri-
vacy protection in 2019.

There are issues with the centrality of 
consent, as a matter of principle and with 
specific consent exceptions provided for in 
the CPPA. First, obtaining consent is bur-
densome for the organization that needs to 
obtain it as well as for the individuals who 
are required to give consent to access the 
services they desire. For the consent to be 
valid, the individual must be advised of the 
purposes for and the manner of collect-
ing, using, and disclosing the information, 
the reasonably foreseeable consequences 
of doing so, the specific type of personal 
information collected, used, and disclosed 
as well as the names or types of third par-
ties to which the information may be dis-
closed (s. 15). As a result, a tension exists as 
businesses are struggling to formulate their 
privacy policies broadly enough to avoid 
having to ask for new consent every time 
data is collected, used, or disclosed for a 
new purpose – e.g., when introducing a new 
feature – and the requirement to make the 
policy terms concrete enough to provide in-
dividuals with meaningful information.

On the side of the individual, an equal ten-
sion exists. There is, at least for many, the  

 
 
wish to exercise autonomy over one’s data 
and to be in the know over what happens to 
it. But then there is the onerous task of hav-
ing to read complex privacy policies that 
are often left vague and do little to provide 
a solid basis for an informed decision. In 
the era of big data analytics and the inter-
net of things putting data to uses that are 
beyond the grasp of the average individu-
al, it cannot be expected of the individual 
to be accurately informed on what is being 
done with their data by whom. Further-
more, since accepting the policy’s terms is 
a requirement for accessing the service the 
individual wants, having to check the box is 
too often treated as a mere nuisance that 
stands in the way of getting on with the 
sign-up process. It is therefore questionable 
whether consent should really be regarded 
as a meaningful safeguard for data privacy. 
In light of these considerations it seems to 
make sense to embark on a different path 
that intelligently supplements consent as 
the basis on which businesses can collect, 
use, and disclose information. The GDPR 
has once again shown the way by providing 
six legal grounds on the basis of which data 
may be processed, and consent is merely 
one of them. The others are contract per-
formance, legal obligation, vital interests of 
individuals, public interest, and legitimate 
interest.

Despite the persistent centrality of con-
sent, the CPPA seems to recognize these 
issues to some extent as it is making room 
for the non-consensual collection, use, and 
disclosure of data in circumstances that are 
similar to those captured in the other five 
legal grounds of the GDPR. The mechanism 
to achieve this in the CPPA is as an excep-
tion to the consent requirement. Some ex-
amples are s. 18(3), the legitimate interest 
exception to consent, s. 27, providing an 
exception in instances of fraud prevention, 

https://ised-isde.canada.ca/site/innovation-better-canada/en/canadas-digital-charter-trust-digital-world
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detection, and suppression, and s. 28, al-
lowing the disclosure of personal informa-
tion if a debt is owed by the individual to 
the organization. Among these, legitimate 
interest is a new exception to the consent 
requirement that was not available under 
PIPEDA.  

Making other considerations a stand-
alone legal ground for the processing of 
data would, however, have the benefit that 
the consent requirement can be properly 
tightened to ensure it is actually a mean-
ingful act, and in instances where the strict 
requirements cannot be met or cause too 
much friction, reliance on other grounds is 
permitted. Under the GDPR, then, implied 
consent is not a thing, consent must be a 
clear affirmative act, freely given, specific, 
informed, unambiguous, and easily with-
drawable. Under the CPPA, the consent re-
quirement is considerably less strict, and 
arguably proportionately less meaningful.

That being said, let’s look at the legiti-
mate interest exception to the consent re-
quirement under the CPPA (s. 18(3)). This 
exception was introduced to Bill C-27 after 
feedback from the industry on Bill C-11 not 
being sufficiently flexible to meet business 
needs. The legitimate interest exception is 
curtailed by three requirements. First, the 
organization that wishes to rely on the ex-
ception has to establish that its legitimate 
interest outweighs any potential adverse 
effect on the individual. For this purpose, 
the potential adverse effects must be iden-
tified, and reasonable measures to reduce 
the likelihood of their occurrence and to 
mitigate their effects must be taken. Fur-
ther requirements may also be introduced 
in the regulations under the CPPA. 

Secondly, the legitimate interest require-
ment can only be relied upon for a busi-
ness activity for which a reasonable person 
would expect the collection or use of their 
data. Lastly, the personal information must 

not be collected or used for the purpose of 
influencing the individual’s behaviour or de-
cisions.

There are problems with this way of fram-
ing the legitimate interest exception. From 
the perspective of the business, it is difficult 
to determine what may constitute a poten-
tial adverse effect, potentially deterring the 
organization from relying on the excep-
tion or at least causing uncertainty on how 
to ensure compliance with the act on this 
point.

Individuals, on the other hand, may feel 
that they are not sufficiently protected by 
the adverse impact provision. In light of a 
Québec Court of Appeal decision where 
the court found that the fear, anxiety, and 
annoyance caused by the loss of personal 
information is a normal inconvenience that 
comes with living in today’s society, indi-
viduals may remain exposed to quite sig-
nificant adverse effects against which they 
are unable to object or protect themselves. 
It remains to be seen how ‘adverse effects’ 
will be interpreted under the CPPA.

Similar lack of clarity remains, for now, 
with regard to when a reasonable person 
can be considered to expect the collection 
or use of their data in the course of an ac-
tivity in which an organization has a legit-
imate interest. In addition, the breadth of 
the prohibition to collect or use the data to 
influence the individual’s behaviour or deci-
sion is not very clear. Presumably, the provi-
sion intends to prevent harmful use of per-
sonal information but it may, on the face of 
it, capture any promotion, advertisement or 
recommendation, as such content has the 
potential of influencing behaviour and deci-
sions; e.g., a recommendation about which 
movie to add to ‘My List’ on Netflix.

Compared to the GDPR, similarities are (1) 
the requirement to carefully assess wheth-
er a fundamental right of the data subject 

https://www.priv.gc.ca/en/opc-actions-and-decisions/research/explore-privacy-research/2016/consent_201605/
https://www.canlii.org/fr/qc/qcca/doc/2022/2022qcca685/2022qcca685.html
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overrides the legitimate interest, and (2) 
the fact that reasonable expectations need 
to be considered when making the legiti-
mate interest determination. In contrast to 
the CPPA, the GDPR does not restrict the 
legitimate interest to activities that refrain 
from influencing the behaviour or decisions 
of individuals. In fact, marketing purposes 
are explicitly mentioned as an example of a 
legitimate interest activity.    

DE-IDENTIFIED &  ANONYMIZED PERSONAL INFORMATION

Just as the legitimate interest exception, 
the distinction between de-identification 
and anonymization is a novelty that did not 
exist in PIPEDA, and while anonymized data 
is mentioned, it is mentioned only once as 
an alternative to the deletion of data (clause 
4.5.3). Anonymized data falls outside of the 
scope of the CPPA, which is the same under 
the GDPR. De-identified data, on the oth-
er hand, is considered personal information 
for most purposes under the CPPA, but or-
ganizations are permitted to use and dis-
close de-identified information somewhat 
more freely under certain circumstances. 

De-identification is not a concept used in 
the GDPR, however, Article 11 implies a lev-
el of de-identification that is different from 
and less stringent compared to anonymiza-
tion. If a data controller can demonstrate 
that it is not in a position to identify the 
data subject, the data controller need no 
longer comply with Articles 15 to 20, that 
is, the data subject has no right to access, 
rectify, erase, or restrict the processing of 
this data, and the right to portability of the 
data subject is also precluded. While this is 
not specifically spelled out in the GDPR, it 
seems reasonable to expect that the legal 
basis of ‘legitimate interest’ in the process-
ing of personal data may be more readi-
ly available to data controllers if Article 11 
data is at issue. This is because Article 6(1)
(f) provides that the legitimate interest of 
the data controller to process personal data 

may be overridden by the interests or fun-
damental rights and freedoms of the data 
subject which require protection of person-
al data. Arguably, these interests have less 
weight when Article 11 data is concerned. 

Before we look at the use cases of de-iden-
tified data under the CPPA, let’s get clarity 
on the definitions of de-identification and 
anonymization under the CPPA: “de-identi-
fy  means to modify personal information so 
that an individual cannot be directly identi-
fied from it, though a risk of the individual 
being identified remains.” Anonymize, on 
the other hand means “to irreversibly and 
permanently modify personal information, 
in accordance with generally accepted best 
practices, to ensure that no individual can 
be identified from the information, whether 
directly or indirectly, by any means.”

In other words, stripping direct identifi-
ers from the data suffices for the de-iden-
tification of the data in this context. It has 
been firmly established that even with only 
indirect identifiers, such as the approximate 
location, religious affiliation, and age, it is 
often possible to re-identify the individual 
to which the de-identified data pertains. 
Re-identification is therefore a risk one 
needs to keep in mind when examining the 
liberties organizations are allowed to take 
when personal information is de-identified 
before using or disclosing it. With regard to 
anonymized data, note that the proposed 
standard is very high and only few data will 
therefore fall outside of the scope of the 
CPPA, unless the requirements are softened 
by interpretation going forward.

De-identified data, then, can be shared 
without consent to facilitate proposed busi-
ness transactions (s. 22(1)(a)). This is a gain 
in privacy protection compared to PIPEDA, 
which allows sharing personal information 
for this purpose without requiring de-iden-
tification. PIPEDA merely requires orga-
nizations to enter into an agreement that 

https://gdpr-info.eu/recitals/no-47/
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sets out the protection of the data by ap-
propriate safeguards, a requirement which 
remains in place in the CPPA. Under the 
CPPA, de-identification is not required in 
this context only if it would undermine the 
objectives for carrying out the transaction 
and the organization has taken into account 
the risk of harm to the individual that could 
result from using or disclosing the informa-
tion (s. 22(2)).

De-identified data can also be disclosed 
to a limited set of organizations for so-
cially beneficial purposes. These organiza-
tions include government, health care, and 
post-secondary educational institutions 
(s. 39). ”Socially beneficial purpose means 
a purpose related to health, the provision 
or improvement of public amenities or in-
frastructure, the protection of the environ-
ment or any other prescribed purpose.” It is 
worth flagging that the legislation does not 
require any additional safeguards to be put 
in place for the protection of the data thus 
disclosed. Note that under Bill C-11, the defi-
nition of de-identification was considerably 
stricter: 

Definition of De-identify in Bill C-11:  

To modify personal information — or cre-
ate information from personal information 
— by using technical processes to ensure 
that the information does not identify an 
individual or could not be used in reason-
ably foreseeable circumstances, alone or 
in combination with other information, to 
identify an individual.

Definition of De-identify in CPPA:  

To modify personal information so that 
an individual cannot be directly identified 
from it, though a risk of the individual be-
ing identified remains.

Yet, the socially beneficial purpose ex-
ception to the consent requirement has not 

been changed from Bill C-11 to C-27, leading 
now to greater risks for individuals whose 
information is disclosed to the listed insti-
tutions.

A certain comfort may be found in the 
fact that organizations are prohibited from 
attempting to re-identify an individual us-
ing a de-identified data set except for lim-
ited purposes listed in the act (s. 128). The 
knowing violation of this provision consti-
tutes an indictable offence and exposes the 
organization to a fine of max. $25 million 
or 5 percent of the global revenue in the fi-
nancial year preceding the one in which the 
organization was sentenced. In case of a 
summary conviction, the cap is at $20 mil-
lion or 4 percent of gross global revenue. It 
remains to be seen  how this will affect re-
search in re-identification risk. We’ve learnt 
a lot from researchers or journalists trying 
their hand at re-identification.

A further problem that arises from chang-
ing the definition of de-identify without 
changing other provisions of the act that 
refer to de-identification revolves around s. 
74. This provision sets out how to de-iden-
tify personal information. It requires the 
organization to “ensure that any technical 
and administrative measures applied to the 
information are proportionate to the pur-
pose for which the information is de-iden-
tified and the sensitivity of the personal in-
formation.” It is unclear how measures can 
be taken proportionally to the sensitivity of 
the personal information if the definition of 
de-identify requires only one thing, name-
ly stripping the direct identifiers from the 
data.

MINORS

Under PIPEDA, minors are not subjected 
to greater protection than anyone else. With 
the exception of a brief note saying that it 
may be impossible to obtain consent from 
minors, PIPEDA does not address the per-
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sonal information of minors at all. Under the 
CPPA, the personal information of minors is 
considered sensitive information. Handling 
sensitive information places certain addi-
tional requirements onto organizations. 

First, under s. 62(2)(e), organizations are 
required to make the retention period ap-
plicable to sensitive personal information 
they collect readily available to the individ-
ual to whom the information pertains, and 
they must do so in plain language. 

Secondly, sensitivity of data is a factor or-
ganizations are required to consider when 
developing their privacy management sys-
tem; when determining what a reasonable 
person would consider to be an appropri-
ate purpose of the collection, use, or disclo-
sure of personal information without which 
the collection is not permitted, regardless 
of consent (s.12(2)(a)); when determining 
whether reliance on implied consent is ap-
propriate (s.15(5)); when determining what 
would be an appropriate safeguard when in-
formation is held, used, or disclosed (s.22(1)
(b)(ii)); when determining for how long data 
should be retained (s.53(2)); and when de-
termining whether a breach created a real 
risk of significant harm (s.58(8)(a)). Thirdly, 
with regard to the right of disposal, covered 
in greater detail below, minors have greater 
rights to request the deletion of their infor-
mation (s. 55(2)).

With regard to consent and other rights 
and recourses under the act, the minor’s 
representative may exercise them on be-
half of the minor, unless the minor wishes 
to personally exercise those rights and re-
courses and is capable of doing so (s. 4(a)).

PORTABILITY

Under ss. 72 and 123, individuals now have 
the right to data portability. They can re-
quest an organization to transfer the data 

the organization has collected on the in-
dividual to another organization of their 
designation. Importantly, however, both 
organizations have to be subject to a data 
mobility framework, which the Governor in 
Council may establish by means of regula-
tions under the act. Hence, we need to wait 
and see how this right will take shape in the 
future. One thing to note right now, howev-
er, is that the CPPA limits this right to the 
data that is collected by the organization 
and excludes data created by the organiza-
tion as well as inferences that it drew from 
the data with regards to the individual. For 
example, if the collecting organization has 
run the individual’s data through an auto-
mated decision system it developed, the 
new information that arises from such pro-
cessing would not be subject to portabili-
ty rights. However, the individual would at 
least have a right to access that information 
under s. 63, provided that the prediction, 
recommendation, or decision made by the 
system could have a significant impact on 
the individual.

DISPOSAL

Similar to PIPEDA, the CPPA limits the 
time period for which data may be retained 
to what is necessary to fulfill the purposes 
for which the data was collected, used, or 
disclosed, or to comply with the require-
ments under the CPPA, other legislation or 
reasonable contractual terms, e.g., to grant 
individuals access to their information (s. 
53). As soon as feasible thereafter, the or-
ganization must dispose of the information. 
Alternatively, the information can be ano-
nymized. The same obligation exists if the 
individual withdrew the consent for the col-
lection, use, or disclosure and made a writ-
ten request for this purpose, or if the infor-
mation was collected, used, or disclosed in 
contravention of the act (s. 55(1)).

Several exceptions exist to the obliga-
tion to dispose of personal information (s. 
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contravening a Commissioner’s order

obstructing the investigation, an inquiry 
or an audit of the Commissioner

failing to report a security breach

failing to retain records of security 
breaches

failing to keep information long 
enough to enable individual access 
to that information 

attempting to re-identify individuals 
using de-identified information

punishing employee whistleblowers

55(2)). An interesting one applies in the 
situation where the organization has estab-
lished an information retention policy ac-
cording to which the information is sched-
uled to be disposed of and the organization 
informs the individual of the remaining 
time period for which the information will 
be retained. An exception to this excep-
tion is made if the information pertains to 
a minor. In that case, the organization is 
not entitled to refuse the disposal request. 

ENFORCEMENT

PIPEDA has long been facing major crit-
icism regarding the lack of enforcement 
powers the Office of the Privacy Commis-
sioner has at its disposal. The CPPA reme-
dies this but it also increases the complexity 
of the enforcement process to some extent. 

Where the Commissioner was only able to 
issue non-binding recommendations under 
PIPEDA, the CPPA toolkit now comprises 
of ordering powers to ensure compliance 
with the act as well as the ability to recom-
mend to the new Personal Information and 
Data Protection Tribunal the imposition of 
administrative monetary penalties (AMP) 
up to 10 million dollars or 3 percent of the 
organization’s gross global revenue for con-
traventions of the 14 provisions listed in s. 
94(1).

Even higher fines can be imposed by the 
criminal courts for indictable offences and 
offences punishable by summary convic-
tion. The CPPA expands on PIPEDA’s list of 
these particularly serious contraventions. 
An organization is now committing an of-
fence under the CPPA when knowingly:

PIPEDA OFFENCE (S. 28) CPPA OFFENCE (S. 128)



April 202310 | CPPA vs. PIPEDA

The fines for a committing an offence 
were increased from $100,000 for an in-
dictable offence under PIPEDA to the high-
er of $25,000,000 or 5 percent of the an-
nual gross global revenue under the CPPA 
(s. 128).

An important change to the enforcement 
regime lies in the introduction of a new tri-
bunal entrusted with the enforcement of 
the act, the Personal Information and Data 
Protection Tribunal. It is to this tribunal that 
the Commissioner can recommend impos-
ing AMPs after finding that an organization 
failed to comply with the act (s. 94). The 
organization can then appeal the Commis-
sioner’s decision to recommend an AMP. It 
can also appeal a compliance order (s. 101). 
If a compliance order is not appealed, or 
the appeal is dismissed, the order may be 
made an order of the Federal Court and is 
enforceable in the same manner as an order 
of that Court (s. 103(1)).

These increased review mechanisms are 
arguably required given that the mone-
tary consequences for a contravention of 
the act are so much more significant now. 
It remains to be seen, however, how ef-
fective the enforcement of the act will be. 
 

CONCLUSION

Overall, the CPPA as proposed as part 
of Bill C-27 makes great strides towards  

increasing privacy protection, in particular 
that of minors, while not losing sight of the 
needs of businesses, as can be gauged, for 
example, from the introduction of the legit-
imate interest exception to the consent re-
quirement. It will be interesting to see, first, 
what the bill will look like when it comes out 
on the other end of the legislative process 
and, second, whether the EU Commission 
will consider Canada’s federal private sec-
tor law to be granting adequate protection 
to privacy interests going forward. As we 
have seen, there remain considerable dif-
ferences between the CPPA and the GDPR, 
including in the treatment of de-identified 
data. 

One regrettable observation has been 
made which is worth echoing here. It is with 
regard to the CPPA’s failure to expand its ap-
plication generally to all information flowing 
from the EU to Canada. As is, an adequacy 
finding by the Commission would still only 
apply to those data recipients that are cov-
ered by the CPPA. Note that the CPPA has 
the same scope as PIPEDA, carving out the 
public sector to which the Privacy Act from 
1985 (!!!) applies as well as organizations 
that fall under provincial privacy laws that 
have not yet obtained adequacy status.

https://www.mcinnescooper.com/publications/canadas-new-consumer-privacy-protection-act-cppa-12-pipeda-differences/#:~:text=The%202022%20version%20of%20the%20CPPA%20authorizes%20a%20maximum%20administrative,which%20the%20penalty%20is%20imposed.
https://www.mcinnescooper.com/publications/canadas-new-consumer-privacy-protection-act-cppa-12-pipeda-differences/#:~:text=The%202022%20version%20of%20the%20CPPA%20authorizes%20a%20maximum%20administrative,which%20the%20penalty%20is%20imposed.

